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Abstract

In this study, our purposes are to improve of visual stability of SOM’s output results and to
improve clustering capabilities for visual understanding of continuous data. In typical SOM, the
initial value of the feature map has been set by the random number. In that case, a different
output appears every time even if we applied the same input data. As a result, the visual stability
has been lost. There are previous studies to improve of visual stability of SOM’s output results,
however, previous study has a problem that visual stability has been lost if the data are
high-dimensional. Then in this study, we proposed the method that will be able to maintain
visual stability even for high-dimensional data, we give a tendency to the learning data and the
feature map. Then, we found the proposed method is highly visual stability for
high-dimensional data by the comparative experiments to the output results of conventional
method and the one of proposed method.

In addition there are some cases that, the output results of typical SOM appears to be one
cluster because of continuous data. In this study, we also have proposed a method for its
problems, combines the clustering method (Ward method) to SOM, to divide the cluster into
appropriate number automatically based on the amount of the sum of squares in the county. As a
result, we have obtained the appropriate number of clusters by the proposed method, in both
data that can be classified and that can't be classified.
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Improvement method for visual stability
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Abstract: The location of the node or the distance between nodes on SOM feature map is important factor to
determine feature of individual data. In many applications the judgment is made by a person depending on a
location on the feature map. In conventional method, initial value of feature map has been decided at random, so it can be
said that it lacks visual stability. In this paper, we focused on visual stability of SOM feature map, and we proposed new
initialization method with less processing or less analysis of leaning data. By two types of experiments, we revealed that,
proposed method is visually stable than conventional method in the point of feature map location, the
computational complexity, and the standard deviation of winning node location.

1 INTRODUCTION

Kohonen's Self Organizing Map (SOM) involves neural
networks, for which an algorithm learns the feature of input
data through unsupervised, competitive neighborhood
learning. The SOM is applied in many fields and has been
widely studied. Based on the conventional SOM learning
algorithm, SOM learning is influenced by the sequence of
learning data and the initial feature map. The location of the
node or the distance between nodes on feature map is
important factor to determine feature of individual data. For
example, in data detection of hematopoietic tumors, given
data is detected by location of the feature map. If given data
are near to the area of physically unimpaired person then the
data consider to normal, and if the data are near to the area of
tumors then the data consider to abnormal. As well as this
example, in many applications the judgment is made by a
person depending on a location on the feature map.

In conventional method, initial value of feature map has
been decided at random, so a different mapping result appears
even if using same input data. Consequently, it can be said
that it lacks visual stability. In SOM application of medical
diagnosis assistance, disease or health will be diagnosed with
a visual impression of SOM feature map. If the learning
results are visually unstable, maps must become different
impressions in each learning, and maps of different
impressions could be increased to the same data in different
diagnosis.

To solve this visually unstable problem, there are steadies,
that euclidean distance of learning data is pre-calculated and
vector of feature map permute based on the result of pre-
calclate. Because it is necessary to compare distance of all
vectors, however, the computational complexity becomes
very high, and a lot of time will be spent in analysis of
learning data. As a result, generalization ability of SOM is not
fully utilized. Moreover, the method focused on high speed
leaning, so, there are not enough discussion about visual
stability.

In this paper, we focused on visual stability of SOM
feature map, and we proposed new initialization method with
less processing or less analysis of leaning data.

2  SELF-ORGANIZING MAP

Kohonen's [1] self-organizing map (SOM) involves of
neural networks, that learn the features of input data through
unsupervised, competitive neighborhood learning. The SOM
is mapping from high to low dimensional space, usually as a
two-dimensional (2D) map. It provides a feature map that
arranges similar classes nearer to one another to visualize
high-dimensional information in a 2D feature map. Map
representation makes it easier to understand relations between
data. (Fig.1)
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Fig.1: SOM overview

The SOM generally has two layers, an input layer and an
output layer. Output layer nodes usually form a 2D grid and
input layer nodes are fully connected with those at output
layer nodes. Each connection has a connection weight, so all
output layer nodes have patterns or vectors to be learned.

After learning, each node represents a group of
individuals with similar features, the individual corresponding
to the same node or to neighboring nodes. That is, the SOM
configures output nodes into a topological representation of
original data through a process called self-organization.

In learning process, when an input pattern or input vector
is presented to the input layer as learning data, output layer
nodes compete mutually for the right to be declared the
winner. The winning node is the output layer node whose
incoming connection weights are the closest to the input
pattern in Euclidean distance. The connection weights of the
winning node and its neighbor nodes are then adjusted, i.e.,
moved closer toward the input pattern.



As learning process progresses, the learning rate and the
size of the neighbor area around the winning node decreases,
so in an early stage of learning process, large numbers of
output layer nodes are adjusted strongly and, in the final stage,
the winning node alone is adjusted weakly.

3  PROBLEM OF CONVENTIONAL TECHNOLOGY

3.1 Initial Value of Reference Vector

Vector of SOM feature maps (reference vector) has been
initializing by random number on conventional technology as
described ahead. However, in learning process of SOM,
simply initializing by random number has a big influence
mainly first learning. The example of problem in case of
simply initializing it at random is enumerated as follows.

First of all, there are large change of coordinates of
winning node even if using same leaning data, because value
of reference vector is selected by random number. For each
learning, the location of winning node for the same leaning
data is usually different, because initial vector is randomly set
its values. The example is shown in Fig. 2.
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Fig. 2. Difference of coordinates of winning node by random number

In the example, feature maps is 6x6, input data is 8.8, and
neighborhood area is one surrounding space. Whenever
winning node becomes completely random, when value of
reference vector is completely random. Vector surrounding
winning node, i.e., vector in neighborhood area, also have
random value, so, influence of learning is different in each
leaning.

3.2 Data Pre-calucration Method

There are a method which initial value is calculated from
input data. The method proposed by Mu-Chun Su [2] is
enumerated as an example. (1) four vectors whose distance is
the longest in input data are extracted. (2) it is allocated in the
four corners of feature maps as weight. (3) data that is the
furthest from both ends is allocated to opposite weight. (4)
until all weights are assigned, this can be done clockwise
repeatedly. As for the method of analyzing input data like this
example and deciding initial value, the following problems
are enumerated.

First of all, by this initialization method, leaning data are
analyzed their feature, so SOM leaning is used to miner
adjustment. The purpose to use SOM is to analyze what kind
of relations are exist in input data. So the purpose might be
lost by separately analyzing input data to decide initial value
of reference vector.

Second, there is a problem that the computational
complexity depends on the number of input data and number

of dimensions. Therefore, a lot of procedures will be added
before it learns by SOM.

Third, the method focused on high speed leaning, so,
there are not enough discussion about visual stability.

3.3 Node Exchange Method

In the research of Miyoshi[3], they proposed initialization
method that tried to utilize generalization ability of SOM. The
method is to purpose at the speed-up study by improving the
procedure of deciding initial value at random. This method
relates input vector space to the position of feature maps in
exchanging nodes of feature maps referring to learning data at
initialization. The average moved distance of all nodes is
shortened, and the speed-up of the learning speed is
confirmed.

In point of view that utilize generalization ability of SOM,
this method has same purpose, however, the purpose to
improve visual stability of output result is not discussed
enough in the research.

4  PROPOSED METHOD

The purposes of proposed method are (1) improvement of
visual stability of feature map, and (2) utilization of
generalization ability of SOM. To achieve second purpose,
range of vector values are calculated from small number of
learning data. And to achieve first purpose, reference vectors
are sorted and allocated to give feature map location tendency.

4.1 Range of Values

To reduce the complexity of learning, we try to limit the
range of random values. To determine the range of values,
randomly selected from a small number of learning data and
approximate the maximum and minimum values from these
data. Then the random numbers are provisionally allocated as
initial value of reference vector. The advantage of this
method is shown below. By this algorithm, it is possible to
make the range of reference vector correspond to the range of
learning data, and the calculation cost doesn't increase so
much.

4.2 Vector Sorting

To give location tendency to initial feature map, reference
vector are sorted and allocated to feature map. First, the
average of all dimensions value of each reference vector are
calculated, and by using these averages as sorting key,
reference vectors are sorted. Then, vectors are allocated to
feature map in sorting order. As a result, the difference of
winning node to same learning data is reduced. So, it is
thought that output result is become steady.

5 EXPERIMENTS WITH SIMPLE DATA

To compare visual stability between conventional method
and proposed method, we performed following experiments.
Conventional method is that of having initial value of
reference vector by random numbers. The experiments are
giving the same learning data to these two programs. In order
to simplify the visual changes, bi-polarization data was used.

Experiment parameters are followings. Learning data set
is 3*200, feature maps size is 30*30 nodes, learning
repetition is 4000 times, neighborhood area is 20 (it decreased



from 20 to 1), and learning rate is 0.01*(neighborhood area
size).

5.1 Leaning Results of Simple Data

The experimental results is shown in figure 4. The left
hand side are results of conventional method and, the right
hand side are results of proposed method.

Output result of existing technology and proposed technique

Fig. 4.

According to the results of conventional method, visually
different feature maps are generated at every single learning
even if leaning data is completely same. So, winning node of
same input data is located in different part of each feature
map. On the other hand, according to the results of proposed
method, visually similar feature map are generated by same
learning data. So, winning node of same input data is located
in similar part of feature maps.

The computational complexity of data pre-calucration
method is estimated to O(n!), and the one of proposed

method is estimated to O(nlogn). So, it can be said that the

computational complexity of proposed method is greatly
reduced.

5.2 Stability Estimation of Simple Data

By above mentioned experiments, we revealed that
proposed method is visually stable than conventional method.
In this chapter, we revealed stability estimation by winning
node location.

This experiment uses two data selected from 3*200
learning data that used in above experiments. Two selected
data (index data) are shown as follows.

Table 1. index data

The value of one-  The value of two- = The value of three-
dimensional dimensional dimensional

Data_1 4 9 2
Data_2 43 44 43

The procedure of this experiment is shown below. While
4000 leaning, if the index data is selected as learning data, we
keep record of its selection frequency and winning node
location in feature map. Then, most frequently selected
winning node location is detected from them. Finally, the
standard deviation of the location was calculated. This

experiment was done four times. Table 2 and Table 3 show
the outcome of an experiment.

Table 2. Outcome of an experiment to Data_1

Existing technology Proposed method
1% run (7,3) (6, 4)
2 un (21, 23) (5,7)
3 run (2, 29) (1,6)
4% run (22, 1) (8, 6)
(?;?/?;jt?gﬁ (8.22,12.2) (2.55, 1.09)

According to Table 2, followings are obtained. In case of
proposed method, winning node locations are similar, but in
conventional method, winning node locations are different in
each run. The standard deviation of proposed method is
smaller than the one of conventional method in both x and y
axises, (8.74, 11.4) vs. (2.42, 1.10). Thereby, proposed
method is shown to be steady by index data 1.

Table 3. Outcome of an experiment to Data_2

Existing technology Proposed method
1% run (19, 18) (22, 15)
2" run (10, 12) (23, 16)
3“run (18,1) (24, 14)
4" run (20, 28) (23, 16)
3;3?;?2?1 (4.68,9.78) (0.707, 0.829)

According to Table 3, followings are obtained. In case of
proposed method, winning node locations are similar, but in
conventional method, winning node locations are different in
each run. The standard deviation of proposed method is
smaller than the one of conventional method in both x and y
axises, (4.68, 9.78) vs. (0.707, 0.829). Thereby, proposed
method is shown to be steady by index data 2.

6 EXPERIMENTS WITH THE IRIS DATA

We have experimented with artificial data in Chapter 5. In
this chapter we test the method on benchmark data, Iris data.

The following shows the configuration of the iris data.
There are a total of 150 of data, 50 of "Set" label, 50 of "Ver"
label, 50 of "Gnc" label. Each data is four-dimensional.

6.1 Learning Results of Iris Data

The experimental results is shown in figure 5. The left
hand side are results of conventional method and, the right
hand side are results of proposed method.

According to the results of conventional method, visually
different feature maps are generated at every single learning
even if leaning data is completely same. So, winning node of
same input data is located in different part of each feature
map. On the other hand, according to the results of proposed
method, visually similar feature map are generated by same
learning data. So, winning node of same input data is located
in similar part of feature maps.



Fig. 5.
6.2 Stability Estimation of Iris Data

In this chapter, we revealed stability estimation by
winning node location for the iris data. We select few data
from each label "Set", "Ver" and "Gnc". The procedure of this
experiment is same in chapter 5.2. This experiment was done
four times. Table 4 Table 5 and Table 6 show the outcome of
an experiment.

Output result of existing technology and proposed technique

Table 4. Outcome of an experiment to Set

Existing technology Proposed method
1" run (0, 16) (0, 25)
2" run (20, 27) 0, 22)
3% run (16, 1) (0, 23)
4" run (1, 19) (0, 26)
523?;?;?1 (8.99, 9.42) (0.000, 1.58)

According to Table 4, in case of conventional method,
winning node locations are vary widely. However, proposed
method, winning node locations are similar. The standard
deviation of proposed method is smaller than the one of
conventional method in both x and y axises, (8.99, 9.42) vs.
(0.000, 1.58).

Table 5. Outcome of an experiment to Ver

Existing technology Proposed method
1" run (14, 29) (18, 3)
2" run (3,29) (18, 3)
3%run (28, 14) (18,4)
4" run 4,2) (19, 6)
(?é?/?adt?;ﬁ (10.1,11.3) (0.433,1.22)

According to Table 5, The standard deviation of proposed
method is lower than conventional method. Accordingly,
dispersion of proposed method is few.

Table 6. Outcome of an experiment to Gnc

Existing technology Proposed method
1*run (29, 20) (29, 29)
2"run (0, 4) (29, 29)
3“run (20, 29) (29,12)
4" run (28, 0) (29, 14)
ié@?ft?éﬂ (11.6, 11.8) (0.000, 8.03)

According to Table 6, The standard deviation of proposed
method is lower than conventional method. Accordingly,
dispersion of proposed method is few.

7  CONCLUSION

In this paper, we proposed new initialization method of
SOM feature map. The purposes of proposed method are
improvement of visual stability of feature map, and utilization
of generalization ability of SOM. The range of reference
vector values are calculated from maximum and minimum
values approximated by randomly selected small number of
learning data, and reference vectors are sorted and allocated
to give location tendency in feature map.

By two types of experiments, followings are revealed that,
proposed method is visually stable than conventional method
in the point of feature map location, the computational
complexity of proposed method is greatly reduced, and the
standard deviation of the location in feature map of proposed
method is smaller than the one of conventional method in
both x and y axises. Then, it was able to be shown
quantitatively that proposed method was steady. We also get
the above results with using benchmark data.

As for further research, it is necessary to think about
sorting method not related to number of dimensions. Sorting
key which keep stability of feature map even if the dimension
increases is preferable.
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Abstract— In SOM learning, learning result depends on initial
value of feature map and the location of the node or the distance
between nodes on feature map is important factor to determine
feature of individual data. For example, in data detection of
hematopoietic tumors, given data is detected by location of the
feature map. In this paper, we forcused on visual stability of
SOM feature map, and we proposed new initialization method of
SOM feature map. The purposes of proposed method are
improvement of visual stability of SOM feature map, and
utilization of generalization ability of SOM. By experiments,
proposed method is visually stable than conventional method in
the point of feature map location, and the computational
complexity of proposed method is greatly reduced.
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I INTRODUCTION

Kohonen's Self Organizing Map (SOM) involves neural
networks, for which an algorithm learns the feature of input
data through unsupervised, competitive neighborhood learning.
The SOM is applied in many fields and has been widely
studied [4-7]. Based on the conventional SOM learning
algorithm, SOM learning is influenced by the sequence of
learning data and the initial feature map. The location of the
node or the distance between nodes on feature map is important
factor to determine feature of individual data.

In conventional method, initial value of feature map has set
at random, so a different mapping appears even by same input
data. Consequently, it can be said that it lacks visual stability.
For example, in data detection of hematopoietic tumors, given
data is detected by location of the feature map. If given data are
near to the area of physically unimpaired person then the data
consider to normal, and if the data are near to the area of
tumors then the data consider to abnormal. As well as this
example, in many applications the judgment is made by a
person depending on a location on the feature map.

If the learning results are visually unstable, maps must
become different impressions in each learning, and maps of
different impressions could be increased to the same data in
different diagnosis.
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To solve this visually unstable problem, there are steadies,
that euclidean distance of learning data is pre-calculated and
vector of feature map permute based on the result of pre-
calclate. Because it is necessary to compare distance of all
vectors, however, the computational complexity becomes very
high, and a lot of time will be spent in analysis of learning data.
As a result, generalization ability of SOM is not fully utilized.
Moreover, the method focused on high speed leaning, so, there
are not enough discussion about visual stability.

In this paper, we focused on visual stability of SOM feature
map, and we proposed new initialization method.

II.  SeLF-OrGaNIZING MAP

Kohonen's self-organizing map (SOM) [1] involves of
neural networks, that learn the features of input data through
unsupervised, competitive neighborhood learning. The SOM is
mapping from high to low dimensional space, usually as a two-
dimensional (2D) map. It provides a feature map that arranges
similar classes nearer to one another to visualize high-
dimensional information in a 2D feature map. Map
representation makes it easier to understand relations between
data. (Fig.1)
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The SOM generally has two layers, an input layer and an
output layer. Output layer nodes usually form a 2D grid and
input layer nodes are fully connected with those at output layer
nodes. Each connection has a connection weight, so all output
layer nodes have patterns or vectors to be learned.

After learning, each node represents a group of individuals
with similar features, the individual corresponding to the same
node or to neighboring nodes. That is, the SOM configures
output nodes into a topological representation of original data
through a process called self-organization.

In learning process, when an input pattern or input vector is
presented to the input layer as learning data, output layer nodes
compete mutually for the right to be declared the winner. The
winning node is the output layer node whose incoming
connection weights are the closest to the input pattern in
Euclidean distance. The connection weights of the winning
node and its neighbor nodes are then adjusted, i.e., moved
closer toward the input pattern.

As learning process progresses, the learning rate and the
size of the neighbor area around the winning node decreases, so
in an early stage of learning process, large numbers of output
layer nodes are adjusted strongly and, in the final stage, the
winning node alone is adjusted weakly.

III.  ProBLEM OF CONVENTIONAL TECHNOLOGY

A. Initial Value of Reference Vector

Vector of SOM's feature maps (reference vector) has been
initializing by random number on conventional technology as
described ahead. However, in learning process of SOM, simply
initializing by random number has a big influence chiefly first
learning. The example of possible problem in case of simply
initializing it by random number is enumerated as follows.

First of all, there are large change of coordinates of winning
node even if used same leaning data, because value of
reference vector is selected by random number. In different
learning, the location of winning node for the same leaning
data is usually different, because initial vector is randomly set
its values. The example is shown in figure 2.
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Figure 2. Difference of coordinates of winning node by random number

In the example, feature maps is 6x6, input data is 8.8, and
neighborhood area is one surrounding space. Whenever
winning node becomes completely random when value of
reference vector is completely random like this. Vector
surrounding winning node, i.e., vector in neighborhood area,
also have random value, so, influence of learning is different in
each leaning.

B. Data Pre-calculation Method

There are a method which initial value is calculated from
input data. The method proposed by Mu-Chun Su [2] is
enumerated as an example. (1) four vectors whose distance is
the longest in input data are extracted. (2) it is allocated in the
four corners of feature maps as weight. (3) data that is the
furthest from both ends is allocated to opposite weight. (4) until
all weights are assigned, this can be done clockwise repeatedly.
As for the method of analyzing input data like this example and
deciding initial value, the following problems are enumerated.

First of all, by this initialization method, learning data are
analyzed their feature, so SOM leaning is used to miner
adjustment. The purpose to use SOM is to analyze what kind of
relations are exist in input data. The purpose might be lost by
separately analyzing input data to decide initial value of
reference vector.

Second, there is a problem that the computational
complexity depends on the number of input data and number of
dimensions. Therefore, a lot of procedures will be added before
it learns by SOM.

Third, the method focused on high speed leaning, so, there
are not enough discussion about visual stability.

C. Node Exchange Method

In the research of Miyoshi[3], they proposed initialization
method that tried to utilize generalization ability of SOM. The
method is to purpose at the speed-up study by improving the
procedure of deciding initial value at random. This method
relates input vector space to the position of feature maps in
exchanging nodes of feature maps referring to learning data at
initialization. The average moved distance of all nodes is
shortened when this method is used, and the speed-up of the
learning speed is confirmed.

In point of view that utilize generalization ability of SOM,
this method has same purpose, however, the purpose to
improve visual stability of output result is not discussed enough
in the research.

IV. Prorosep MErHOD

The purposes of proposed method are (1) improvement of
visual stability for output result, and (2) utilization of
generalization ability of SOM. To achieve second purpose,
renge of vector values are calculated from small number of
learning data. And to achieve first pupose, reference vectors are
sorted and allocated to give feature maps location tendency.

A. Range of Values

To reduce the complexity of learning, we try to limit the
range of random values. To determine the range of values,
randomly selected from a small number of learning data and
approximate the maximum and minimum values for these data.
Number of randomly selected data is determined by following
formula:
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where, n is number of randomly selected data, N is a
population, E is maximum error, Z is reliability coefficient, and
P is population proportion. Using this formula, number of
randomly selected data can be kept at a constant value.

Then the random numbers are provisionally allocated as
initial value of reference vector. The advantage of this method
is shown below. By this algorithm, it is possible to make the
range of reference vector correspond to the range of learning
data, and the calculation cost doesn't hang so much.

B.  Vector Sorting

To give feature map location tendency, reference vector are
sorted and allocated to feature map. First, the average of all
dimentions value of each reference vector are calculated and,
by using these averages as sorting key, reference vectors are
sorted. Averages is caluclated by the following formula:

A=(myytmtm,+-+mg )k @)
where, A is average, m is reference vector, i is X axis of feature
map, j is y axis of feature map, and k is value of dimention.

Then, vectors are allocated to feature map in sorting order.
The image of sorting is shown in figure 3.
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Figure 3. The image of sorting

As a result, the difference of winning node to same learning
data is reduced. So, it is thought that output result is become
steady.

C. Algorithm of Feature Map Initialization
Algorithm of Proposed Method is following.

e  From the learning data, randomly select a value.

*  From the selected value to determine the minimum and
maximum values.

* random numbers are generated at the range of
minimum and maximum values.

*  Generated random number are temporarily assigned to
the reference vector.

*  To calculate the average value of the reference vectors.

* Based on the average, reference vector is done to quick
sort in ascending order for the vertical direction feature
map.

* Based on the average, reference vector is done to quick
sort in ascending order for the horizontal direction
feature map.

*  Feature maps are made by this sorting, is initial value.

V.  EXPERIMENTS FOR VISUAL STABILITY

To compare visual stability between conventional method
and proposed method, we performed experiments.
Conventional method is that of having initial value of reference
vector by random numbers. The experiments are giving the
same learning data to these two programs. In order to simplify
the visual changes, bi-polarization data was used. The image of
learning data is shown in figure 4.
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Figure 4. The image of learning data

Experiment parameters are followings. Learning data set is
3*200, feature maps size is 30*30 nodes, learning repetition is
4000 times, neighborhood area is 20 (it decreased from 20 to
1), and learning rate is 0.01*(neighborhood area size).

A. Learning Results

The experimental results is shown in figure 5. The left hand
side are results of conventional method and, the right hand side
are results of proposed method.



Figure 5. Output result of existing technology and proposal technique

According to the results of conventional method, visually
different feature maps are generated at every single learning,
even if leaning data is completely same. So, winning node of
same input data is located in different part of each feature map.
On the other hand, according to the results of proposed method,
visually similar feature map are generated by same learning
data. So, winning nodes of same input data are located in
similar part of feature maps. The position of all input data
showed similar tendency, typical winning nodes location are
shows in figure 6.
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Figure 6. Feature map coordinates on a single input data

Figure 6 shows the location of winning nodes in five
different feature maps for a single input data. X axis is x-
coordinate and y axis is y-coordinate of feature map.
According to Figure 6, winning node locations of conventional
method are widely scattered even though input data is same.
On the other hand, winning node locations of proposed method
is almost unchanged corresponding to same input data.

The computational complexity of conventional method is
estimated to O(7/), and the one of proposed method is
estimated to O(nlogn) . So, it can be said that the
computational complexity of proposed method is greatly
reduced.

VI. CoNcLusioN

In this paper, we proposed new initialization method of
SOM feature map. The purposes of proposed method are
improvement of visual stability for output result, and utilization
of generalization ability of SOM. The renge of reference vector
values are calculated from maximum and minimum values
approximated by randomly selected small number of learning
data, and reference vectors are sorted and allocated to give
location tendency in feature map.

By experiments, followings are revealed that, proposed
method is visually stable than conventional method in the point
of feature map location, the computational complexity of
proposed method is greatly reduced.

As for further research, it is necessary to think about sorting
method not related to number of dimensions. The average is
sorting key in this time. However, sorting key to which stability
of output result is kept even if the dimension increases is
preferable. In addition, this study used a graph to show
minutely the stability of the output information on input data.
However, we need to think interface to output result more
visually clear.
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Improvement of SOM visual stability
by adjusting feature maps and sorting of leaning data
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Abstract— Based on the SOM learning algorithm, SOM learning
is influenced by the sequence of learning data and the initial
feature map. The location of the node or the distance between
nodes on feature map is important factor to determine feature of
individual data. In conventional method, initial value of feature
map has set at random, so a different mapping appears even by
same input data, so different impressions could be increased to
the same data in different diagnosis. In this paper, we forcused on
visual stability of SOM feature map, and we proposed two new
initialization method of SOM feature map. The purposes of
proposed method are improvement of visual stability of SOM
feature map, and utilization of generalization ability of SOM. By
some experiments with both artificial data and benchimark data,
two proposed methods are visually stable than conventional
method in the point of feature map location, and the
computational complexity of proposed method is greatly reduced.

Keywords-component; self-organizing map; feature maps;
visual stability; improvement method;

L INTRODUCTION

Kohonen's Self Organizing Map (SOM) involves neural
networks, for which an algorithm learns the feature of input
data through unsupervised, competitive neighborhood learning.
The SOM is applied in many fields and has been widely
studied [4-7]. Based on the conventional SOM learning
algorithm, SOM learning is influenced by the sequence of
learning data and the initial feature map. The location of the
node or the distance between nodes on feature map is important
factor to determine feature of individual data.

In conventional method, initial value of feature map has
been set at random, so a different mapping appears even by
same input data. Consequently, it can be said that it lacks visual
stability. For example, in data detection of hematopoietic
tumors, given data is detected by location of the feature map. If
given data are near to the area of physically unimpaired person
then the data consider to normal, and if the data are near to the
area of tumors then the data consider to abnormal. As well as
this example, in many applications the judgment is made by a
person depending on a location on the feature map.

If the learning results are visually unstable, maps must
become different impressions in each learning, and maps of
different impressions could be increased to the same data in
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different diagnosis. If the initial value of the SOM is random,
the learning results inevitably be visually random.

To solve this visually unstable problem, there are steadies
[2], that Euclidean distance of learning data is pre-calculated
and vector of feature map permute based on the result of pre-
calculate. Because it is necessary to compare distance of all
vectors, however, the computational complexity becomes very
high, and a lot of time will be spent in analysis of learning data.
As a result, generalization ability of SOM is not fully utilized.
Moreover, the method focused on high speed leaning, so, there
are not enough discussion about visual stability.

In this paper, we focused on visual stability of SOM feature
map, and we proposed new initialization method. Then, in
order to verify the proposed method, we experiment including
the existing methods and comparison by using the artificial bi-
polarization data and benchmark data.

II.  SELF-ORGANIZING MAP

Kohonen's self-organizing map (SOM) [1] involves of
neural networks, that learn the features of input data through
unsupervised, competitive neighborhood learning. The SOM is
mapping from high to low dimensional space, usually as a two-
dimensional (2D) map. It provides a feature map that arranges
similar classes nearer to one another to visualize high-
dimensional information in a 2D feature map. Map
representation makes it easier to understand relations between
data. (figure.l)
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Figure 1. SOM overview



The SOM generally has two layers, an input layer and an
output layer. Output layer nodes usually form a 2D grid and
input layer nodes are fully connected with those at output layer
nodes. Each connection has a connection weight, so all output
layer nodes have patterns or vectors to be learned.

After learning, each node represents a group of individuals
with similar features, the individual corresponding to the same
node or to neighboring nodes. That is, the SOM configures
output nodes into a topological representation of original data
through a process called self-organization.

In learning process, when an input pattern or input vector is
presented to the input layer as learning data, output layer nodes
compete mutually for the right to be declared the winner. The
winning node is the output layer node whose incoming
connection weights are the closest to the input pattern in
Euclidean distance. The connection weights of the winning
node and its neighbor nodes are then adjusted, i.e., moved
closer toward the input pattern.

As learning process progresses, the learning rate and the
size of the neighbor area around the winning node decreases, so
in an early stage of learning process, large numbers of output
layer nodes are adjusted strongly and, in the final stage, the
winning node alone is adjusted weakly.

III. PROBLEM OF CONVENTIONAL METHOD

A. Initial Value of Reference Vector

Vector of SOM's feature maps (reference vector) has been
initializing by random number on conventional method as
described ahead. However, in learning process of SOM, simply
initializing by random number has a big influence chiefly first
learning. The example of possible problem in case of simply
initializing it by random number is enumerated as follows.

First of all, there are large change of coordinates of winning
node even if used same leaning data, because value of
reference vector is selected by random number. In different
learning, the location of winning node for the same leaning
data is usually different, because initial vector is randomly set
its values. The example is shown in figure 2.
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Figure 2. Difference of coordinates of winning node by random number

In the example, feature maps is 6x6, input data is 8.8, and
neighborhood area is one surrounding space. Whenever
winning node becomes completely random when value of
reference vector is completely random like this. Vector
surrounding winning node, i.e., vector in neighborhood area,
also have random value, so, influence of learning is different in
each leaning.

B. Data Pre-calculation Method

There are a method which initial value is calculated from
input data. The method proposed by Mu-Chun Su [2] is
enumerated as an example. (1) four vectors whose distance is
the longest in input data are extracted. (2) it is allocated in the
four corners of feature maps as weight. (3) data that is the
furthest from both ends is allocated to opposite weight. (4) until
all weights are assigned, this can be done clockwise repeatedly.
As for the method of analyzing input data like this example and
deciding initial value, the following problems are enumerated.

First of all, by this initialization method, learning data are
analyzed their feature, so SOM leaning is used to minor
adjustment. The purpose to use SOM is to analyze what kind of
relations are exist in input data. The purpose might be lost by
separately analyzing input data to decide initial value of
reference vector.

Second, there is a problem that the computational
complexity depends on the number of input data and number of
dimensions. Therefore, a lot of procedures will be added before
it learns by SOM.

Third, the method focused on high speed learning, so, there
are not enough discussion about visual stability.

C. Node Exchange Method

In the research of Miyoshi[3], they proposed initialization
method that tried to utilize generalization ability of SOM. The
method is to purpose at the speed-up study by improving the
procedure of deciding initial value at random. This method
relates input vector space to the position of feature maps in
exchanging nodes of feature maps referring to learning data at
initialization. The average moved distance of all nodes is
shortened when this method is used, and the speed-up of the
learning speed is confirmed.

In point of view that utilize generalization ability of SOM,
this method has same purpose, however, the purpose to
improve visual stability of learning result is not discussed
enough in the research.

IV. PROPOSED METHOD - 1

The purposes of proposed method are (1) improvement of
visual stability of learning result, and (2) utilization of
generalization ability of SOM. To achieve second purpose,
renge of vector values are calculated from small number of
learning data. And to achieve first purpose, reference vectors
are sorted and allocated to give feature maps location tendency.



A. Range of Values

To reduce the complexity of learning, we try to limit the
range of random values. To determine the range of values,
randomly selected a small number of learning data and
approximate the maximum and minimum values from these
data. Number of randomly selected data is determined by
following formula:

- N (1)
N -1

() (5e=m)

where, n is number of randomly selected data, N is a
population, E is maximum error, Z is reliability coefficient, and
P is population proportion. Using this formula, number of
randomly selected data can be kept at a constant value.

Then the random numbers are provisionally allocated as
initial value of reference vector. The advantage of this method
is shown below. By this algorithm, it is possible to make the
range of reference vector correspond to the range of learning
data, and the calculation cost doesn't hang so much.

B.  Vector Sorting

To give feature map location tendency, reference vector are
sorted and allocated to feature map. First, the average of all
dimentions value of each reference vector are calculated and,
by using these averages as sorting key, reference vectors are
sorted. Averages is calculated by the following formula:

A= (mi/O + m; + ) +et My )/k )
where, A is average, m is reference vector, i is x axis of feature
map, j is y axis of feature map, and k is value of dimention.

Then, vectors are allocated to feature map in sorting order.
The image of sorting is shown in figure 3.
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Figure 3. The image of sorting

As a result, the difference of winning node to same learning
data is reduced. So, it is thought that learning result is become
steady.

V. EXPERIMENTS FOR METHOD - 1

To compare visual stability between conventional method
and proposed method, we performed experiments.

Conventional method is that of having initial value of
reference vector by random numbers. The experiments are
giving the same learning data to these two programs. In order
to simplify the visual changes, bi-polarization data was used.

Experiment parameters are followings. Learning data set is
3*200, feature maps size is 30*30 nodes, learning repetition is
4000 times, neighborhood area is 20 (it decreased from 20 to
1), and learning rate is 0.01*(neighborhood area size).

A.  Computational Complexxity

The computational complexity of data pre-calucration
method is estimated to Olln!/[], and the one of proposed
method is estimated to O nlogn! . So, it can be said that the
computational complexity of proposed method is greatly
reduced.

B.  Nodes Mapping

The experimental results is shown in figure 4. The left hand
side are results of conventional method and, the right hand side
are results of proposed method.

Figure 4. Learning result of conventional method and proposal method

According to the results of conventional method, visually
different feature maps are generated at every single learning
even if leaning data is completely same. So, winning node of
same input data is located in different part of each feature map.
On the other hand, according to the results of proposed method,
visually similar feature map are generated by same learning
data. So, winning node of same input data is located in similar
part of feature maps.

C. Stability Estimation Using Index Data

By above mentioned experiments, we revealed that
proposed method is visually stable than conventional method.



In this chapter, we revealed stability estimation by winning
node location.

This experiment uses data selected from both of each data
group and 3*200 learning data that used in above experiments.
Selected index data are shown in table 1.

Table 1. index data

datal | (48, 46, 48)

The procedure of this experiment is shown below. While
4000 leaning, 1) if the index data is selected as learning data,
we keep record of its selection frequency and winning node
location in feature map. 2) Then, most frequently selected
winning node location is detected from them. 3) Finally, the
standard deviation of the location was calculated.

To compared with conventional and proposed methods, the
most wins coordinates of index data are shown as follows.

The experimental results of the datal is shown in figure 5.
This experiment was done 100 times, and depicted the
respective X and Y coordinates. The vertical axis is position,
blue square points are coordinates of X, red diamond shape
points are coordinates of Y, and the horizontal axis shows the
number of experiments. If the points are gathering for each
color, coordinate or position have the stable trend. However, if
the points are distributing for each color, coordinate or position
have the unstable trend. The left graph of figure 5 shows the
conventional methods, the right graph shows the proposed
method-1. Table 2 shows the standard deviation of each
cooridinates.
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Figure 5. Comparison of data 1

Table 2. The standard deviation for the coordinates about datal

Conventional methods Proposed method-1

Standard deviation (10.9,11.1) (7.75,2.29)

According to figure 5 and table 2, followings are obtained. In
case of proposed method, winning node locations are similar,
but in conventional method, winning node locations are
distributing in each run. The standard deviation of proposed
method is smaller than the one of conventional method in both
X and Y axes, (10.9, 11.1) vs. (7.75, 2.29). Thereby, proposed
method is shown to be stable by index datal.

VI. PROPOSED METHOD-2

We showed that the output of the proposed method-1 is
stable than the one of the conventional method with simple
artifitial data. However, the proposed method 1 has a problem
that lose the stability in inverse proportion to the number of
dimentions of data. If the number of dimensions increase, the
output becomes similar to the feature map that learned by
conventional method. Therefore, we tried to support a large
number of dimensions, we propose the following methods.

Rule 1. Lexicographically sorting initial value of feature map
Rule 2. Lexicographically sorting the learning data

Describe about rule 1. The proposed method-1 has not been
considered for the order of the same average vectors. In this
proposed method, if there are the vectors that average of each
dimension value are same, we compared from the first
dimension value of the vectors and the vectors are sorted in
ascending order. The same average vector value often occur in
a narrow range of the random number generated to give a value
to the feature map, so, this approach can give a tendency to
initial value of feature map even in a narrow range.

Describe about rule 2. In proposed method-1, learning data
were randomly extracted in learning process. In this proposed
method, learning data are extracted in order of
lexicographically sorted. Trend also appears in the learning
process by this method. As a result, we anticipate the stability
of the output is further increased.

VII. EXPERIMENTS FOR METHOD - 2

To compare stability between proposed method-1 and
proposed method-2, we performed following experiments.

The experiments are giving the same learning data to these
two programs. In order to simplify the visual changes, bi-
polarization data was used like a section 5. But dimensions are
8.

This experiment uses data selected from 8*200 learning
data that used in above experiments. Selected data (index data)
are shown as follows.

Table 3. index data

Cdata2 (50, 50,46, 48, 45, 44, 46, 44)

The procedure of this experiment is shown below. While
4000 leaning, if the index data is selected as learning data, we
keep record of its selection frequency and winning node
location in feature map. Then, most frequently selected
winning node location is detected from them.

Experiment parameters are followings. Learning data set is
8%200, feature maps size is 30*30 nodes, learning repetition is
4000 learning, neighborhood area is 20 (it decreased from 20 to
1), and learning rate is 0.01*(neighborhood area size).



A. Stability Estimation

About the learning data for the comparison of the two, the
coordinates of selected nodes with the most wins are shown as
follows.

The experimental results about the data2 is shown in figure

6. How to view a graph is the same as in figure 5.
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Figure. 6. Comparison of data2

According to figure 6, followings are obtained. In case of
proposed method-2, winning node locations are similar, but in
proposed method-1 winning node locations are distributing in
each run. Thereby, proposed method-2 is shown to be stable by
index data2.

VIIL

We were showing the effectiveness of the proposed method
with artificial bi-polarization data. In order to verify the
effectiveness of real-world, in this chapter we performed
following experiments with the benchmark data.

EXPERIMENTS WITH BENCHMARK DATA

To compare stability between proposed method-1 and
proposed method-2, we performed following experiments. The
experiments are giving the same learning data to these two
programs. This time as general data, we use the benchmark
data. This experiment uses data selected from four-dimensional
benchmark data. Selected data (index data) are shown as
follows.

Table 4. index data

\ data3 \ (0.000, 0.417, 0.017, 0.000)

We test the method on benchmark data, Iris data. The
following shows the configuration of the iris data. There are
total of 150 of data, 50 of "Set" label, 50 of "Ver" label, 50 of
"Gnc" label. Each data is four-dimensional. Data3 of table 4
was extracted from the Set label as typical data.

The procedure of this experiment is shown below. While
4000 leaning, if the index data is selected as learning data, we
keep record of its selection frequency and winning node
location in feature map. Then, most frequently selected
winning node location is detected from them.

Experiment parameters are followings. Learning data set is
4*150, feature maps size is 30*30 nodes, learning repetition is
4000 times, neighborhood area is 20 (it decreased from 20 to
1), and learning rate is 0.01*(neighborhood area size).

A. Stability Estimation

About the learning data for the comparison of the two, the
coordinates of selected nodes with the most wins are shown as
follows.

The experimental results about the data3 is shown in figure
7. How to view a graph is the same as in figure 5. table 5 shows
the standard deviation of each cooridinates.
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Figure. 7. Comparison of data3

Table 5. The standard deviation for the coordinates about data3

Proposed method-1 Proposed method-2

Standard deviation (3.51, 8.34) (1.09, 0.24)

According to figure 7 and table 5, followings are obtained. In
case of method-2, winning node locations are similar, but in
method-1, winning node locations are distributing in each run.
The standard deviation of proposed method is smaller than the
one of conventional method in both X and Y axes, (3.51, 8.34)
vs. (1.09, 0.24). Thereby, method-2 is shown to be stable by
index data3.

IX. CONCLUSION

In this paper, we proposed new initialization method of
SOM feature map. The purposes of proposed method are
improvement of visual stability for learning result, and
utilization of generalization ability of SOM. The renge of initial
reference vector values are calculated from maximum and
minimum values approximated by randomly selected small
number of learning data, and reference vectors are sorted and
allocated to give location tendency in feature map. By two
types of experiments, followings are revealed that, proposed
method is visually stable than conventional method in the point
of feature map location, the computational complexity of
proposed method is greatly reduced, and the standard deviation
of the location in feature map of proposed method is smaller
than the one of conventional method in both X and Y axes.
Then, it was able to be shown quantitatively that proposed
method was steady.

In addition, in order to improve the stability of the learning
result for high-dimensional training data, we proposed a
method to sort lexicographically feature map and learning data.
Then, we compared the stability experiment results using the 8-
dimensional training data. As a result, we show that the
proposed method-2 is more stable than proposed method-1.
Finally, in order to be valid our proposed methods by general



data, we experimented comparative of method-1 and method-2
using the benchmark data.

As for further research, it is necessary to consider an
approach such we can be output to maintain the stability of
higher-dimensional learning data.
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package som;

import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileReader;

import java.io.FileWriter;

import java.io.IOException;

import java.io.InputStreamReader;
import java.io.StreamTokenizer;
import java.text.DecimalFormat;
import java.util. Random;

public class SomOutNewDic {
static DecimalFormat df = new DecimalFormat(;
static int mapsize = 30;
static double([l[] w_average = new double[mapsizel[mapsizel;
static int sort_nx;
static double[l[l[] w = new double[mapsizel[mapsize][1000];
static double[l[] wAve = new double[mapsizel[mapsize];

public static void main(String args[]) throws IO Exception{
Random rand = new Random();
double[l[] u = new double[mapsizel[mapsizel;
int winx=0, winy=0;
double a = 0.01;
int nearcount = 0;
int near = 20;
int nt;
int learncount=4000;
double[l[] ux = new double[mapsizel[mapsizel;
double[l[] uy = new double[mapsizel[mapsizel;
int inputsize = 150;
int sampling_min = 0;
int[][] wincount_min = new int[mapsize][mapsizel;
int sampling_mid = 0;
int[][] wincount_mid = new int[mapsizel[mapsizel;
int sampling_max = 0;
int[l[] wincount_max = new int[mapsizel[mapsizel;

for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++)1
wincount_minl[i] [j1=0;
wincount_max/[i] [j1=0;

}

int ketall = new int[3];
keta[0]=0;keta[1]=0sketa[2]=0;
ketaOutput(keta);

double m[l[l=new double[5000][100];

int nx=0, ny=0;

try?
FileReader fr=new FileReader("C:/som-data-file/Iris/iris_M.data");
StreamTokenizer st=new StreamTokenizer(fr);
st.eolIsSignificant(true);

while(st.nextToken()!=StreamTokenizer.TT_EOF){
switch(st.ttype){
case StreamTokenizer. TT_NUMBER:



m[ny][nx]=st.nval;
System.out.print(m[nyl[nx]+" |");
nx++;

break;

case StreamTokenizer. TT_EOL:

ny++;
nx=0;
System.out.println(");
break;
}

}

System.out.println("¥n¥n");

fr.close();

}

catch(Exception e){
System.out.println(e);

}

sort_nx=nx;
System.out.println(ny+","+nx);

double m_res[][J=new double[1000][1000];

int nx_res=0, ny_res=0;

tryt
FileReader fr=new FileReader("C:/som-data-file/Iris/iris_Input.data");
StreamTokenizer st=new StreamTokenizer(fr);
st.eolIsSignificant(true);

while(st.nextToken(!=StreamTokenizer. TT_EOF){
switch(st.ttype){
case StreamTokenizer.TT_NUMBER:
m_res[ny_res][nx_res]=st.nval;
System.out.print(m_res[ny_res][nx_res]+ " |");
nx_res++;
break;

case StreamTokenizer.TT _EOL:

ny_res++;
nx_res=0;
System.out.println("");
break;
}

}

System.out.println("¥n¥n");

fr.close();

}

catch(Exception e){
System.out.println(e);

}

int large_x=0, large_y=0;
int small_x=0, small_y=0;
int check[l[] = new int[ny+1][nxI;
for(int i=0 ; i<ny+1 ; i++){
for(int j=0 ; j<nx ; j++){
checklil[j] = 0;
}
}

int N = (ny+1)*nx;
double E = 0.05;
double Z = 1.96;
double P = 0.5;
int n;

n=(int)(N/(Math.pow(E/Z,2)*((N-1)/(P*(1-P))))+1));



int R_input_ny, R_input_nx;
int overlap=0;
for(int i=0 ; i<n ; i++)1
overlap++;
R_input_ny = (int) Math.floor(Math.random(0*(ny+1));
R_input_nx = (int) Math.floor(Math.random(0*(nx));
switch(check[R_input_nyl[R_input_nx]){
case 0:
if(m[large_x][large_yl < m[R_input_nyl[R_input_nx]){
large_x = R_input_ny;
large_y = R_input_nx;

if(m[small_x]|[small_y] > m[R_input_ny][R_input_nx]){
small_x = R_input_ny;
small_y = R_input_nx;

}

check[R_input_ny][R_input_nx] = 1;

break;

case 1:
i3
break;
}
}

double r_max=m/[large_x|[large_yl, r_min=m[small_x][small_yl;

sortInputMethod(m,ny);
aveMethod(r_max, r_min);
sortXMethod();
sortYMethod(;
printMethod();

int turn=0;
while(learncount>0){
nt = turn;
if(turn>=ny){ turn=0;}
elsel turn++;}

double sum=0;
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++){

for(int k=0; k<nx; k++){
sum = sum + Math.pow((wlil[jl[k] - m[nt][k]),2);
}
ulilljl = Math.sqrt(sum);
sum=0;
df.applyLocalizedPattern("0.00");

for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++){
iftulwinx] [winyl>ulil[j1){
winx = 1;
winy = j;

}
if(nt==13){

sampling_min++;
wincount_min[winx][winyl++;



for(int k=0; k<nx; k++){
wlwinx][winyl[k] = wlwinx][winyl[k] + a*near*(m[nt][k]-w[winx][winy][k]);

}

for(int i=1 ; i<=near ; i++){
if(mapsize>winx+i){
for(int k=0; k<nx; k++){
wlwinx+il[winyl[k] = wlwinx+il[winyl[k] + a*near*(m[nt][k]-w[winx+il[winy][k]);

}

if(0<winx-i){
for(int k=0; k<nx; k++){
/iw[winx-il[winy][k] = wlwinx-il[winy][k] + (a*(1/near+1))*(m[nt] [k]-w[winx-i] [winy] [k]);
wlwinx-il[winyl[k] = wlwinx-il[winyl[k] + a*near*(m[nt] [k]-wlwinx-il [winy] [k]);
}
}
if(mapsize>winy+i)t
for(int k=0; k<nx; k++){
wlwinx] [winy+il[k] = w[winx][winy+il[k] + a*near*(m[nt][k]-w[winx] [winy+il [k]);
}

}
if(O<winy-i){
for(int k=0; k<nx; k++){
wlwinx][winy-il[k] = wlwinx][winy-il[k] + a*near*(m[nt] [k]-w[winx] [winy-il[k]);
}
}
}

iftnear>=2){
for(int i=1 ; i<=near-1 ; i++){
for(int j=1 ; j<=near-1 ; j++){
if(mapsize>winx+i && mapsize>winy-+j)
for(int k=0; k<nx; k++){
wlwinx+il [winy+jl[k] = wlwinx+il [winy+j][k] +
a*near*(m[nt][k]-wlwinx+il [winy-+jl[k]);

}
if(mapsize>winx+i && O<winy-ji
for(int k=0; k<nx; k++){
wlwinx+il [winy-jl (k] = wlwinx+il[winy-jl[k] +
a*near*(m[nt][k]-wlwinx+il[winy-jl[k]);

}
if(0<winx-i && mapsize>winy+j)i
for(int k=0; k<nx; k++){
wlwinx-il[winy+jl (k] = wlwinx-i][winy+j][k] +
a*near*(m[nt][k]-wlwinx-il [winy+j][k]);

}

if(0O<winx-i && 0<winy-j){
for(int k=0; k<nx; k++){

wlwinx-il[winy-jl[k] = wlwinx-il[winy-jl[k] + a*near*(m[nt][k]-wlwinx-il[winy-j][k]);

}

}

}
}
}

learncount--;
nearcount++;
if(nearcount%50==0) near--;

H

double sumx = 0;
for(int i=0 ; i<mapsize ; i++){



for(int j=0 ; j<mapsize-1 ; j++){
for(int k=0; k<nx; k++){
sumx = sumx + Math.pow((wl[il[j1[k] - wlil[j+1][k]),2);
}
uxl[il[j] = Math.sqrt(sumx);
sumx=0;

}

for(int i=0 ; i<mapsize ; i++){
ux[i][mapsize-1]=0;
}

double sumy = 0;
for(int i=0 ; i<mapsize-1 ; i++){
for(int j=0 ; j<mapsize-1 ; j++){
for(int k=0; k<nx; k++){
sumy = sumy + Math.pow((wlil[jl1[k] - wli+11[j1[k]),2);

uylil[j] = Math.sqrt(sumy);
sumy=0;
)
¥
for(int i=0 ; i<mapsize ; i++){
uy[mapsize-1][il=0;
¥

int ix=0,iy=0,map2;
map2=mapsize*2;
double[l[] uxy = new double[map2][map2l;
for(int i=0 ; i<map2 ; i++)1
for(int j=0 ; j<map2 ; j++)1
if(i%2 == O\

if(<mapsize){
uxylil[j] = uxlix][jl;
Jelset
uxylil[jl = 0;
}
}
else if(i%2 == 1
if(G<mapsize)l
uxylil[j] = uyliyl[j1;
telsel
uxylil[jl = 0;
}
}
}
if(i%2 == 0){
ix++;
}
else if(i%2 == D{
iy++;
}

}

double[l[l[] u_input = new double[mapsizel[mapsizellinputsizel;
double sum_input=0;
int piece_input=0;
while(piece_input<inputsize){
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++)1
for(int k=0; k<nx; k++){
sum_input = sum_input + Math.pow((w[il[1[k] - m_res[piece_inputl[k]),2);

u_inputlil jl[piece_input] = Math.sqrt(sum_input);



sum_input=0;
df.applyLocalizedPattern("0.00");

}
piece_input++;

}

piece_input=0;

winx=0;

winy=0;

while(piece_input<inputsize){

for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++){
if(u_input[winx][winyl[piece_input]>u_inputl[il[jl[piece_input])

winx = i;
winy = j;

h
}

if(winx==0 && winy!=0){
if(uxy[(winx*2)][winy-1]<=uxy[(winx*2)][winy] && uxyl[(winx*2)][winy-1]<=uxy[(winx*2)+1][winy]{
uxyl[(winx*2)][winy-1]=100;
telse if(uxy[(winx*2)][winy]<uxy[(winx*2)][winy-1] &&
uxy[(winx*2)][winyl<=uxy[(winx*2)+1][winy]){
uxy[(winx*2)][winyl=100;
telse if(uxy[(winx*2)+1][winy]<uxy[(winx*2)][winy-1] &&
uxy[(winx*2)+1][winy]<uxy[(winx*2)][winy]){
uxy[(winx*2)+1][winy]=100;
}

telse if(winy==0 && winx!=0)
if(uxy[(winx*2)-1][winyl<=uxy[(winx*2)][winy] && uxy[(winx*2)-1][winyl<=uxy[(winx*2)+1][winy]{
uxy[(winx*2)-1][winy]=100;
Jelse if(uxy[(winx*2)] [winyl<uxy[(winx*2)-1][winy] &&
uxy[(winx*2)][winyl<=uxy[(winx*2)+1][winy]){
uxy[(winx*2)][winyl=100;
telse if(uxyl(winx*2)+1][winyl<uxy[(winx*2)-1][winy] &&
uxy[(winx*2)+1][winy]<uxy[(winx*2)][winy]){
uxy[(winx*2)+1][winyl=100;
}

telse if(winx==0 && winy==0){
if(uxy[(winx*2)] [winy]<=uxy[(winx*2)+1] [winy]){
uxy[(winx*2)][winyl=100;
telse if(uxyl(winx*2)+1][winyl<uxy[(winx*2)][winy]){
uxy[(winx*2)+1][winyl=100;

telsel
if(uxy[(winx*2)-1][winy]<=uxy[(winx*2)][winy-1] && uxy[(winx*2)-1][winyl<=uxy[(winx*2)][winy]
&& uxyl(winx*2)-1][winyl<=uxy[(winx*2)+1][winy]){
uxyl(winx*2)-1][winyl=100;
telse if(uxy[(winx*2)][winy-1]<uxy[(winx*2)-1][winy] &&
uxy[(winx*2)][winy-1]<=uxy[(winx*2)][winy] && uxy[(winx*2)][winy-1]<=uxy[(winx*2)+1][winy]){
uxy[(winx*2)][winy-1]=100;
telse if(uxy[(winx*2)][winyl<uxy[(winx*2)-1][winy] && uxy[(winx*2)][winy]<uxy[(winx*2)][winy-1]
&& uxyl(winx*2)][winyl<=uxy[(winx*2)+1][winy]){
uxy[(winx*2)][winyl=100;
telse if(uxy[(winx*2)+1][winyl<uxy[(winx*2)-1][winy] &&
uxy[(winx*2)+1][winy]<uxy[(winx*2)][winy-1] && uxy[(winx*2)+1][winyl<uxy[(winx*2)][winy]){
uxy[(winx*2)+1][winyl=100;
}

}

winx=0;
winy=0;
piece_input++;



}

tryt
BufferedWriter bw = new BufferedWriter(new
FileWriter("c:¥¥som-data-file¥¥output8d2kD_"+keta[2]+keta[1]+keta[0]+".data");
for(int i=0 ; i<map2 ; i++){
for(int j=0 ; j<mapsize ; j++){

Double dNumberx = new Double(uxylil[j]);
bw.write(+" "+i+" "+dNumberx.toString();
bw.newLine();

}
bw.newLine();
}
bw.close();

}

catch(Exception e){
System.out.println(e);

}

tryt
BufferedWriter bw = new BufferedWriter(new
FileWriter("c:¥¥som-data-file¥¥countIrisCD_Set_"+keta[2]+keta[1]+ketal0]+".data");
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++){
bw.write(i+" "+j+" "+wincount_minl[i][j]);
bw.newLine();
}
}
bw.close(;
}
catch(Exception e){
System.out.println(e);
}
}

static void aveMethod(double r_max, double r_min){
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++)1
System.out.print("(");
for(int k=0 ; k<sort_nx ; k++){
wlil[jl[k] = Math.floor(Math.randomO*(r_max-r_min+1))+r_min;
System.out.print(w[il j1k]+",");
}
System.out.print(") ");
}
System.out.println(;
}

double w_sum=0;
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++){
System.out.print("(");
for(int k=0 ; k<sort_nx ; k++){
w_sum = w_sum+wlil [jI[k];
}

wAvelil[jl = w_sum/sort_nx;
System.out.print(wAve[iljI+") ");
w_sum=0;

}

System.out.println(;

t

static double[l[] sortInputMethod(double m[l[], int ny){



double w_sum=0;
double[] mAve = new double[ny+1];
for(int i=0; i<ny+1 ; i++){
for(int j=0 ; j<sort_nx ; j++)1
w_sum = w_sum+m[iljI;
}
mAveli] = w_sum/sort_nx;
w_sum=0;

}

int min, v=0;
double tmp,tmpAve;
for(int i=0 ; i<ny ; i++){
min=i;
for(int j=i ; j<ny+1 ; j++1
if(mAve[min]>mAve[j){
min=j;
telse if(mAve[min]==mAve[j){
while(v<sort_nx){
ifm[min][vl<m[jl[v]{

break;
telse if(m[min][v]>m[j][v]{
min=j;
break;
}
v++;
}
}
v=0;

}
for(int k=0 ; k<sort_nx ; k++){
tmp=mlil[k]l;m[i][k]l=m[min][k];m[min][k]=tmp;
}
tmpAve=mAvel[il;mAve[il=mAve[min];mAve[min]=tmpAve;
¥
for(int i=0 ; i<ny+1 ; i++)1
for(int j=0 ; j<sort_nx ; j++)1
System.out.print(m[il[jl+ " |™);

}
System.out.println();
}
return m;

}

static void sortXMethod({
int min=0, v=0;
double tmp,tmpAve;
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize-1 ; j++){
min=j;
for(int p=j ; p<mapsize ; p++){
if(wAve[il[min]>wAvelil [p]){
min=p;
telse if(wAvel[il[min]==wAvel[il[p]{
while(v<sort_nx){
if(wlil [min][v]<w/il [p] [v]{
break;
telse if(wlil[min][v]>w[il [p] [v]){
min=p;
break;
}

v++;



v=0;
}
for(int k=0 ; k<sort_nx ; k++){
tmp=wlil[j][k];wlil[jl [k]=w[il [min] [k];w[i] [min] [k]=tmp;

tmpAve=wAvelil[jliwAve[iljl=wAve[il[min];iwAve[il [min]=tmpAve;
}

}

static void sortYMethodO{
int min=0, v=0;
double tmp,tmpAve;
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize-1 ; j++){
min=j;
for(int p=j ; p<mapsize ; p++)1
if(wAve[min][i]>wAve[p] i1
min=p;
telse if(wAve[minl[il==wAve[p] i]D{
while(v<sort_nx){

if(wlmin] il [vl<w(p] Gl [v]{

break;
telse if(wlminl Gl [vI>wlpl[il[vD{
min=p;
break;
}
v+t
}
}
v=0;

¥
for(int k=0 ; k<sort_nx ; k++){
tmp=wljl[il [k];w[j] (il (k]=w[min] [i] [k];w[min] [il (k]=tmp;
¥
tmpAve=wAveljl[il;wAvel[j][i]=wAve[min][il;wAve[min] [i]=tmpAve;
}

}

static void printMethod({
for(int i=0 ; i<mapsize ; i++){
for(int j=0 ; j<mapsize ; j++){
System.out.print("(");
for(int k=0 ; k<sort_nx ; k++){
System.out.print(w[il j1k]+",");
}

System.out.print(") ");
}
System.out.println(;

}

static int[] ketaOutput(int k[]) throws IOExceptiont
BufferedReader br = new BufferedReader(new InputStreamReader(System.in));
String a = br.readLine();
int hiki = Integer.parselnt(a);

k([0]=hiki%10;
if(hiki<10){
k[1]=0;
telsef
k[1]=(hiki/10)%10;

ifthiki<100){



k[2]=0;
telset

}

return k;

k[2]=(hiki/100)%10;
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V—RXa— K2 : wWard.java
package som;

import java.io.BufferedReader;
import java.io.BufferedWriter;
import java.io.FileReader;

import java.io.FileWriter;

import java.io.IOException;

import java.io.InputStreamReader;
import java.io.StreamTokenizer;
import java.text.DecimalFormat;
import java.util. Random;

public class Ward {
public static void main(String args[]) throws IOException{

int NUMBER = 13;

int z[l[l=new int[100][2];

int xy=0, data_number=0;

tryt
FileReader fr=new FileReader("C:/som-data-file/input.data");
StreamTokenizer st=new StreamTokenizer(fr);
st.eollsSignificant(true);

while(st.nextToken(!=StreamTokenizer. TT_EOF){
switch(st.ttype)t
case StreamTokenizer.TT_NUMBER:
zldata_number][xy]=(int) st.nval;
xy++;
break;

case StreamTokenizer.TT _EOL:

xy=0;
break;
}
}
fr.close();

}

catch(Exception e){
System.out.println(e);

}

data_number=data_number+1;

double k[l[l=new double[data_number][2];

double gll[l=new double[data_number][data_number];
double d[l[l=new double[data_number][3];

int h[l[l=new int[data_number][data_number];

int count=0, N=2, NMAX = 0, NMAX2 = 0;

double winBEF = 0;

double zouka = 0, zoukaMAX = 0, zoukaMAX2 = 0;

for(int n=0;n<data_number;n++){
for(int m=0;m<data_number;m++){
h[n][m]=-1;
}
}

while(true){
for(int n=count;n<data_number-1;n++){
for(int m=count+1;m<data_number;m++){
k[n][0] = (double)(z[n][0]+z[m][0])/2;
k[n][1] = (double)(z[n][1]+z[m][1])/2;
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g[n][m]=Math.pow((z[n][0]-k[n][0]),2)+Math.pow((z[n][1]-k[n][1]),2)+Math.pow((z[m][0]-k[n] [0]),2)+Math.pow((
z[m][1]-k[n][1]),2);

}
count++;
}
count=0;

int win1=0, win2=0;
double win = 10000;
for(int n=count;n<data_number-1;n++){
for(int m=count+1;m<data_number;m++){
if(win>g[n][m])iwin=g[n][m]; winl=n; win2=m:}
}
count++;
}
winBEF = win;
for(int i=0;i<data_number;i++){
dli][ol=zlil[0];
dll[1]=zG][1];
dlil[2]=0;
hlil[0]=i;
ifG==win1{dlil[2]=0;h[i][0]=winL;h[i][1]=win2;}
ifi==win2){d[il[2]=1;h[i] [0]=win2;h[il[1]=win1;}
}
for(int i=0si<data_number;i++){
System.out.println("data"+i+":("+d[i][0]+", "+d[i][1]+"),Count "+d[i][2]);
}
break;
}
for(int n=0;n<data_number;n++){
for(int m=0;m<data_number;m++){
g[n][m]=0;
}
}
for(int n=0;n<data_number;n++){
k[n][0] = 0; k[nl[1] = 0;

int flag=1;

count=0;

int K=0, heigo_count_1=0, heigo_count_2=0, juh=0, juh2=0;

double jNum[]=new double[2];

double Gnail[l=new double[data_number];

int sum_number[l=new int[data_number];

for(int n=0;n<data_number;n++){
Gnailn]=0;sum_number[n]=0;

}

jNum[0]=0;jNum[1]=0;

while(flag!=0){
for(int n=count;n<data_number-1;n++){
for(int m=count+1;m<data_number;m++){
if(d[n][2]<1&&d[m][2]<1){

while(h[n][K]!=-1){
sum_number[juh]=h[n][K];
k[n][0]=k[n][0]+d[h[n][KI][O];
k[n][1]=k[n][1]+d[h[n][K]][1];
heigo_count_1++;
K++juh++;

}

jNum[0]=k[n][0]/heigo_count_1;

jNuml[1]=k[nl[1]/heigo_count_1;

for(int p=0;p<juh;p++){

Gnail0]=Gnail0]+Math.pow((z[sum_number[p]]1[0]-]Num[0]),2)+Math.pow((z[sum_number[pll[1]-jNum[1]),2);
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}K=0;juh2=juh;

while(h[m][K]!=-1){
sum_number[juh]=h[m][K];
k[m][0]=k[m][0]+d[h[m][KII[0];
k[m][1]=k[m][1]+d[h[m][KII[1];
heigo_count_2++;
K++;juh++;

}

jNum([0]=k[m][0]/heigo_count_2;

jNum/(1]=k[m][1]/heigo_count_2;

for(int p=juh2;p<juh;p++){

Gnail1]=Gnail[1]+Math.pow((z[sum_number[p]]1[0]-]Num[0]),2)+Math.pow((z[sum_number[pll[1]-jNum[1]),2);
}K=0;jNum[0]=0;jNum[1]=0;

for(int p=0;p<juh;p++)1{
jNum[0]=jNum[0]+z[sum_number[pl]][0];
jNum[1]=jNum[1]+z[sum_number[pl][1];

}

jNum[0]=jNum|[0]/(heigo_count_1+heigo_count_2);

jNum[1]=jNum/1]/(heigo_count_1+heigo_count_2);

for(int p=0;p<juh;p++)1{

g[n][m]=g[n][m]+Math.pow((z[sum_number[p]][0]-]Num[0]),2)+Math.pow((z[sum_number[pl][1]-jNum[1]),2);

System.out.printIn("g[nl[m]="+g[n][m]);
g[nl[m]=g[n][m]-Gnail0]-Gnail1];
K=0;jNum[0]=0;jNum[1]=0;juh=0;juh2=0;
heigo_count_1=0heigo_count_2=0;
for(int p=0;p<data_number;p++){
Gnailp]=0;sum_number[p]=0;
klpl[o]l = 0; k[pl[1] = 0;

}
}
}
count++;
}
count=0;

int win1=0, win2=0;
double win = 100;//unyo
for(int n=count;n<data_number-1;n++){
for(int m=count+1;m<data_number;m++){
if(g[n][m]!=0){
if(win>g[n][m]){win=g[nl[m]; winl=n; win2=m;}

}
count++;

}

zouka = win-winBEF;

if(zoukaMAX<zouka){
zoukaMAX2=zoukaMAX;NMAX2=NMAX;
zoukaMAX=zouka;NMAX=N;

}

System.out.println("Win="+win+",("+win1+" | "+win2+")¥n");
for(int i=0si<data_number;i++){
ifi==win1){
for(int p=0;p<data_number;p++){
if(h[il[p]==-D{h[il [p]=win2;break;}
}

ifG==win2){
dlill2]=1;
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for(int p=0;p<data_number;p++){
if(h[il[p]l==-Dh[il[p]=win1;break:}
}

}

count=0;
for(int n=0;n<data_number;n++){
for(int m=0;m<data_number;m++){
g[n][m]=0;

}

winBEF=win;

for(int n=0;n<data_number;n++){
if(d[n][2]==0)flag++;

}

if(N>NUMBER){flag=0;}
N++;
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